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Abstract

Computational models of real time decision systems for financial markets require vast amount of computing resources, which are not possible to carry out on today’s serial computer for real scenario. These problems show inherent parallelism by nature thus making parallel computing an essential tool. In the present article, we have developed a computational model and algorithms for solving in serial and parallel. The parallel algorithms have been implemented on a Linux cluster using Message Passing Interface (MPI). An example from real financial market has been solved to highlight the commercial utility of these methods. The performance analysis shows that this class of problems is scalable for large number of processors.
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Introduction 

Parallel computers, a mainstay of high-end scientific research are increasingly being looked upon to provide solutions in commercial research applications such as financial market research. There is a class of financial research problems that stretches the limits of current high performance computing systems [1]. 

Investment driven research in stocks and other financial instruments has pioneered development of new concepts and also adopted concept from diverse fields into it folds, starting from pure economic value research to the bizarre phenomenon of Sunspots [2]. In the early part of 20th century, technical analysis became a credible way of developing and exploiting an edge in trading. Unlike the fundamental view, where qualitative parameters related to an instrument become the basis for investment, technical analysis looks at an instrument as a commodity, for what it is rather than what it represents. Technical analysis attempts to identify the basic forces of demand and supply existing for this commodity i.e. the instrument, to take a decision regarding trading or investing in the instrument. 

In the past, researchers have come up with elaborate trading systems that incorporate multiple indicators, money management techniques, mathematical studies and statistical studies [3]. The field as such is very popular and by rough estimates almost 33% of trading volumes at leading stock exchanges in the world is driven by technical forces. 

One of the ways of technical analysis is pattern based trading. A pattern is bar chart information that can be identified in the price history of a security [4]. Usually, this type of chart information has several past occurrences and is expected to reoccur in the future. Furthermore, whenever traders refer to a pattern they often mean a good pattern i.e. chart information that can be used to trade with a high probability of success. 

 How are patterns formed? Although stock prices move mostly in random, they often cause the formation of distinct patterns. These patterns repeat in the future, as long as the same conditions that cause their origination repeat as well. Examples of conditions that may trigger the formation of patterns include technical analysis considerations, release of economic indicators, stock upgrades or downgrades, earning reports etc.

The patterns can be identified based on market observation or by using search algorithms. To successfully perform the later,  computational limitations are a major hindrance. Computational requirements for such problems are enormous. A simple search algorithm with a very short market memory which mimics all real market attributes would need 
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 floating point operations. Since this is impossible to carry out on existing computing infrastructures, we apply current market knowledge to reduce the possible attributes and bring down the floating-point operation requirements to 75 Teraflop. This number of floating-point operations can be carried out in real time using parallel computers. This class of applications also shows inherent parallelism in various domains. Hence, parallel algorithms are the only answer to the challenges posed by exploding data available in financial markets.  

Problem Statement 

Before we trade any strategy in the real market we need to understand and anticipate the systems expected future performance and also the portfolio risk that we will be exposed to. There are many ways to do this:

1. Test the system on different time frames or time periods of the same data set. 

2. Test the system on different sets of data e.g. different sectors such as IT, healthcare etc.

3. Use simulators, which create artificial data by statistical analysis of past data.

4. Use simulator, which create artificial data by using random number based price increments. 

The ways 1 and 2 depend on past price movement and expose us only to the scenarios which have already occurred and may not play out in the same fashion again. The way 3 is dependent on the price data of the past and may not be dynamic enough. The way 4 is not reliable as prices are controlled by an external set of rules and are not dependent on continuity. 

In order to overcome drawbacks in above methods, we propose an approach, which takes theory of reflexivity [5] by George Soros as basis: 

“ financial markets cannot possibly discount the future correctly because they do not merely discount the future; they help to shape it ”.  

A pattern that is derived by past price behavior, impacts the current prices. When an action is taken based on what happened in the past, the action sets in motion a new series of events which taken together with the present scenario creates a completely new picture. Thus, we map the historical price movement using patterns. A pattern occurs after an exact price alignment and impacts the future price movement. 

How do we find patterns? To arrive at useful patterns we have to sift through a very large number of possible combinations (this may be of the 
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). The combinations are relationships between various data points. We generate these patterns by comparing numeric values of data points using mathematical relationships such as greater than, less than, equal to, cross over and cross under. As a proof of concept we want to study simple relationships, which are visible to the naked eye, hence comparisons that can be graphically represented without any mathematical and statistical modeling have been used.  

Computational Model 

Input Data – The input data available to us is a price series data for a given company’s stock price of a specific time period in the past. The data is formatted in a specified time interval. This time interval can vary from 1 minute to 1 year. One time interval contains all the data related to a trading activity that took place in that time interval. The fields in this data are: open price, high price, low price, close price, traded volume, date and time. 

Data Windows – The data windows comprise of seven contiguous time intervals (this is arbitrary, the value can be any thing). We apply our all-mathematical operand over the data points confined within these windows. As we move through the data starting from the initial date and time, we discard the last interval in the window and add the next interval, which gives us the next window. 

Comparisons - We compare data point within the window to each other to create and evaluate a pattern. These comparisons follow certain rules such as the date field can not be compared to any other field except date, all types of price fields in the window and be compared to each other but not to themselves. 

Mathematical Operand - We propose to use five mathematical operand for comparisons viz., greater than, less than, equal to, cross over and cross under. 

Hybrid Data fields- In addition to natural price point in an interval, we create derived price compatible values such as midpoint of the interval, range etc. These are called hybrid data fields.

If we use all five operands and seven data fields (open, high, low, close, midpoint, range, volume) over one window, we get 5880 distinct combination of two data point being compared to each other. These combinations also contain some redundant combinations such as comparing same data point to itself.  After removing these redundant combinations, we are left with approximately 1000 unique useful combinations. Using this set of combinations we generate patterns. A pattern can contain from one combination to all 1000 combinations using AND operator and can return value true or false for any window under evaluation. 

A pattern evaluation is as follows:

                  If  ((A > B). AND. (B > C). AND. (C > D)) output = TRUE

For present study we have used 3 years data for 12 different scrips selected from the same sector e.g. IT Sector. In one day we have six intervals and total number of trading days in a year is approximately 265. Thus, the total numbers of windows for 3 years of data of one scrip are 4770. The number of possible patterns is of
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. The same possible patterns have to be evaluated for each window to extract the useful patterns. Hence, total numbers of pattern evaluations that we have to carry out are 
[image: image4.wmf]300

10

4770

*

. On an average in each pattern we have to perform approximately 500 comparisons and 499 Boolean operations and one assignment. Each comparison/Boolean/assignment operation takes one flop [6]. Based on this total number of floating point operations that we need to perform to obtain a usable solution are 
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 flop. We have to perform these numbers of operations for each company of the portfolio (there are 12 companies in our portfolio). 

In order to design this problem for a feasible solution we need to reduce the number of possible patterns without sacrificing quality of output. We have observed that all 1000 possible combinations are not equally important, hence can be ranked according to their perceived value. This helps us in selecting best combinations from the combination set which can be solved. 

To solve this problem in real time, we select 30 top ranked conditions, which would require approximately 75 TeraFlop. The huge computing requirement of this problem guides us to use parallel computers. The nature of the problem also has inherent parallelism in various domains such as patterns, scrips etc. 

Algorithms 

We first define the terms relational matrix and pattern performance for designing the serial and parallel algorithms.

Relational Matrix – We create a Boolean matrix with columns representing comparisons and rows corresponding to the data windows. The elements of the matrix contain TRUE or FALSE resulting from comparisons performed on the windows. This relation matrix is used to generate patterns, which are to be evaluated [7].    

Pattern Performance – Historical output achieved if trading action is taken on the basis of pattern being TRUE at a given window. 

(a) Serial Algorithm 

BEGIN

Setup data structures, variables and constant

Read the price series data for all scrips

Initialize and Calculate the Hybrid data fields


Read and interpret condition set 

FOR every window DO


Evaluate condition and store the result in a relational matrix

END

FOR every condition_set DO

      
Generate patterns 

FOR every pattern DO


FOR every window DO

           

Check pattern Occurrence 




IF (pattern present) Store pattern performance 

                                    ENDIF    


END


IF (pattern performance acceptable) Store pattern

END

END

END

(b) Parallel Algorithm 

BEGIN

Setup data structures, variables and constant

Read the price series data for all scrips

Initialize and Calculate the Hybrid data fields


Read and interpret condition set 

    FOR every window DO


Evaluate condition and store the result in a relational matrix

     END

 MASTER processor spawns the SLAVE processors 

 MASTER processor Broadcasts the parameters to SLAVE Processors

 FORALL processors simultaneously DO 

 FOR every local_condition_set DO

         Generate patterns

 FOR every pattern DO


FOR every window DO

           

Check pattern Occurrence 




IF (pattern present) Store pattern performance 

                                    ENDIF    


END


IF (pattern performance acceptable) {

                  WRITE the selected pattern in file (Using parallel I/O approach)

            }

 END

 END

END

Parallel Implementation 

We have used Message Passing Interface (MPI) [8] for parallel implementation of the algorithm. This is an ideal example of data parallelism. Since condition set can be computed independently, parallelization has been done over the condition set. We distribute the condition set across the available number of processors. This application also has large and frequent I/O requirements, where processors have to write the selected patterns from local condition set on a processor, into a file as and when they find them. One way of writing file could be that each processor sends back the selected pattern to master and master writes in to a file. But, this is an inefficient approach, as it will have frequent communications resulting into large communication overheads. We have used MPI-IO routines implemented in ROMIO library [9]. By using ROMIO functions we create a global file_set_view, which allows each processor to write into the global file in parallel. Thus, all the slave processors need not to send the selected pattern data back to master. Hence improves the I/O and overall performance.  

Example 

We select 3 years of price data (scrips) of 12 companies from IT sector. We attempt to develop a simple rule based trading system. The pattern that will be generated in this process will be put to use for trading and also to generate the virtual market. 

We will use a set of rules pertaining to pattern performance to capture patterns that are tradable, and once patterns are identified, formulate a set of rules that empirically trades well. 

Pattern Performance decided on the following output criteria

                             Minimum trades in a pattern = 50

                             Minimum profit per trade      = 1 % (After costs) 

                             Minimum wining percentage = 60%

We generate a condition set that contains all possible combination of two distinct data points using one of the five mathematical operands. We rank this condition set to isolate the top 30 conditions and then use this smaller version of the condition set for our algorithm. 

Using the relational matrix, we generate and simultaneously evaluate all possible patterns made by combining the conditions. When any window returns pattern occurrence as TRUE, we record trading result on that window. To calculate trading result, we subtract the open price from the close price and if positive value is obtained, we record it as profit and increment all counters related to profitable trades.     

Patterns, which need the performance criteria, are selected and become a part of the pattern library. 

Results 

	Name of the company
	Number of Trades
	Net Profit

(INR)
	% Return*

	
	
	
	

	Digital Equipment
	132
	84939.33
	84.94%

	Global Tele
	129
	138306.3
	138.31%

	Himachal
	115
	124896.7
	124.90%

	Mastek
	109
	64398.67
	64.40%

	Infosys
	138
	26730.67
	26.73%

	NIIT
	113
	93011.33
	93.01%

	Polaris
	110
	93747
	93.75%

	Rolta
	138
	77726.67
	77.73%

	Satyam
	146
	135721.7
	135.72%

	Softsol
	115
	84720
	84.72%

	Wipro
	137
	66234.33
	66.23%

	Zee
	116
	75616.33
	75.62%

	
	
	
	

	
	1495
	1066049
	75.62%



* Exposure per scrip INR 100,000, Portfolio exposure INR 1,200,000
Table 1: Profits generated by using the output of the algorithm.

The table 1 shows the returns by trading the patterns generated using the present algorithm on a portfolio, which contains 12 IT companies. The above results are for a 1-year period starting from June 2002. We generated the patterns by using three-year data starting from Aug 1999. The patterns that met our performance criteria were used for taking actual positional trades in the stock market. The above table shows the returns generated by this trading. These results are net of costs and actual money that the firm earned in real situation. 

Performance Analysis

We have used a Intel Pentium-IV based Linux cluster for parallel implementation. The cluster nodes are 2.2 GHz with 1 GB of RAM each connected by a 100 Mbps fast Ethernet network. We have used mpich implementation of Message Passing Interface (MPI) for parallel implementation. 

For this experiment we selected portfolio of 12 IT companies, and generated 676 condition sets for generating the patterns. We distribute the 676 conditions over the number of processors participating in the parallel computation.    

Figure 1 shows that by increasing the number of processors, execution time decreases linearly. We have also observed that during the execution of the parallel code, the CPU usage of each node remains between 96 – 99 %.  
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                               Figure 1: Number of processors vs. Execution time bar chart 

Discussion and Conclusion 

Financial decision making in real time demands parallel processing of vast amount of information. In order to solve these problems with huge computing requirements, present serial computers are just not sufficient. These problems show inherent parallelism by nature itself. Thus, making them right candidates for parallel computing. Performance analysis proves that this class of problems is highly scalable for large number of processors.  

As witnessed from the example, discussed above, it is also clear that the solutions generated are of immense commercial value.   
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