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Abstract

During the last years, Clusters of PCs are being used as a costveffaitéirnative for building high-performance compu-
ting and server systems. In these systems, high-speed interconnedtytiket, Quadrics and InfiniBadd? are currently
used as they offer reliable performance at affordable cost. In tiegeorks routing is deterministic and virtual channels are
not used for routing as they simply do not exist (Myrinet), or they asemead for other purposes like QoS (InfiniBand).

In this paper we propose a novel approach in order to get a topolgystc routing able to adapt to the topology. The
algorithm, referred to as Segment-Based Routing (SR), partitions thiegydo such a way that allows to place a bidirectional
routing restriction on each partition, being its position independent of thiévwelzositions of the remaining restrictions. This
allows much greater flexibility than offered by previous proposals. Wenihte use this flexibility as a way to achieve an
effective (simple and efficient) routing algorithm that obtains good pevémce regardless of the topology.

Evaluation results show that SR is able to adapt to the topology, and theritfachieves better results than up*/down*
and FX (in some cases, FX throughput is increased by a factor af Tld§ promising result suggests that much greater
benefits can be obtained by the proposed method.

1 Introduction

Nowadays, Clusters of PCs are becoming a cost-effectivtignlfor high performance computing (HPC) and server sgste
The use of high-performance networks and PCs allows to kardg and comprehensive clusters at affordable cost. Ebeamp
of large cluster systems implemented are MareNostrum Ejk@d 4th in top500 list [7]), and Thunder [6] (ranked 5th).
Indeed, 61 clusters are included within the top 100 of the lis these systems, the interconnection network plays a key
role. For this, high-speed interconnects like Myrinet J2finiBand”" [4], and Quadrics [9] are preferred as they offer low
latencies and high bandwidth.

Routing on these networks is deterministic. That is, a packee it is injected, follows a unique path until it reacktes
destination. One of the main benefits of using determinisiiting is that in-order arrival of packets is preservedwieeer,
deterministic routing usually makes an inefficient use dfuoek resources.

The use of virtual channels [4] in these networks is also comiout they are usually devoted to other purposes like
quality of service. As an example, InfiniBand presents up@ittual channels used in combination with 16 service level
(SLs). Moreover, Myrinet does not implement any virtualrwhel. Therefore, in these networks, it is necessary to geovi
a deterministic routing that does not rely on virtual chdsnéost of the fault-tolerant routing strategies proposethe
literature for massively parallel computers are not slgtédr clusters (see chapter 6 of [8] for a description of sofitbe most
interesting approaches). A simple way to provide faultremee is the use of topology-agnostic routings (possibiyltoed
with a reconfiguration process). These routings can beegpdi any topology and, thus, they tolerate any combinatfon o
faults (that does not physically disconnect the networkdni-the set of topology-agnostic routings proposed in tieedture
(up*/down* [16], lturn [3], smart-routing [12], LASH [14]TOR [17], LASH-TOR [13], DL [10], multiple virtual networks
[11], and FX [15]) only up*/down*, lturn, smart-routing arieX can be applied to a network with deterministic routing and
no virtual channels.

In order to achieve a deadlock-free routing an acyclic cehdapendency graph must be provided. To do so, the routing
algorithms impose some routing restrictions. A routingrietion is defined by a switch and a pair of input and outputgo
of the switch. When placing a routing restriction in the netwoo packet can use the input port following the output pért o
the switch. As bidirectional links are used in the netwoslcles must be broken in each direction. For this, up*/dowatps
routing restrictions in the same location for each direttim this sense, FX is a novel routing scheme as it breakesyul
each direction at different positions in the cycle. In [15kishown that this fact allows to achieve higher perforneanc
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Figure 1: Possible set of restrictions. (a) Establishedgdydown*, (b) different alternatives, and (c) a possiblenmnation.

Placing routing restrictions in the network must be doneftdlly as deadlock-freedom must be ensured while keeping
network connectivity. To do so, routing algorithms like gidwn*, lturn, and FX establish some rules beforeHarthese
rules will indicate where cycles will be broken. As an exagligure 1.a shows a network where the up*/down* routing is
applied. As a first step, the up*/down* selects one node asabe From this root, a BFS spanning tree is computed and
the links are labeled asp or downaccordingly. Then, routing restrictions are placed at thie pf consecutive links that
perform adown-uptransition. Thus, once the root is selected the routingiotisins (four bidirectional routing restrictions in
the example) are fixed (assuming the BFS up*/down*). As tlaeeel2 candidates to become root, only 12 combinations of
routing restrictions are allowed. Additionally, for eaanabination, the relative position of each routing resiwicts fixed.

The FX routing also suffers from this fact. Indeed, it buitkddepth-first spanning tree (DFS) for labeling the nodes) the
it uses such labelings in order to place the unidirectiooating restrictions. Thus, once the DFS tree is computedexiact
position of the routing restrictions is fixed. Notice thag tlules used by up*/down* and FX (the same for lturn) do nogtak
into acount the topology.

In thi spaper we take a different and new approach, we préisei@egment-based Routing Algorithm (SR). As mentioned
before, any deterministic routing algorithm can be viewe@ &et of routing restrictions in the network. Routing liestms
must be carefully placed in the network in order to guaraatébe same time deadlock freedom and full connectivity agnon
all the endnodes of the system.

It will be based on the partitioning of the network in such ayilzat on every partition a bidirectional routing restacti
will be placed, but, contrary to the previous routing alfforis, the exact position of the routing restriction on aipart will
be completely independent of the rest of partitions. Thisgiwe some degree of freedom in order to achieve a good set of
paths. For this, the SR algorithm will, on a first stage, commpauting segments. A routing segment is defined as a list of
interconnected switches and links. Figure 1.b shows an pbeanin this topology we can define several routing segments.
For instance, the network is made up of four routing segmentsarticular, switchesl, B, C, andD, and links connecting
those switchesl( 2, 3, 4) define the first routing segment. The second routing segimdatmed by switche¥’, F', G, H
and linkss, 6, 7, 8, and9. The third segment is formed by, J, 13, K, 14, L, and15. Finally, the last segment is formed by
10, I, and11. We can observe that all the network components (switchedirgks) are included in only one routing segment
(disjoint segments).

Taking into account the routing segments defined in Figupewie can add a bidirectional routing restriction to every
routing segment and, as a result, we will obtain a deadloai-fouting algorithm while still guaranteeing full contieity
among switches. Figure 1.a shows an example. Obviously #yesegments are computed is critical in order to guarantee
deadlock-freedom and full connectivity. Also, there will bome special cases that require a different treatment.

The rest of the paper is organized as follows. Section 2 descthe routing method and demonstrates that it achieves a
valid solution for any topology. Then, in Section 3, SR wil bompared in performance against FX and up*/down*. Finally
in Section 4 we will draw some conclusions and future work.

2 Segment-based Routing

Figure 2 shows the algorithm for computing the routing segisie Throughout the computation, the algorithm marks switches
and links with the following status:

1smart-routing takes a different approach to compute therrguistrictions. In fact, smart-routing starts an iterafivecess of computing paths and
checking deadlock avoidance until it gets the best set dfspathus, it exhibits a high computational cost.
2The algorithm assumes that a packet will never enter and keawetch through the same link.



procedurecomputesegments() procedurefind(sw, segm, snet) : bool
var var
s : segment list nsw : switch
Sw : switch begin
c : integer # current subnet sw.tvisited = true
n : integer # current segment segm = segm + sw
end : boolean links = suitablelinks(sw)
begin if (links==nil) begin
c=0;n=0 sw.tvisited = false
sw = random segm = segm - sw
sw.starting = true return false
sw.subnet=c end
sw.visited = true for each link In in linksbegin
s[n] = empty In.tvisited = true
end = false segm =segm + In
repeat nsw = aTop[sw,In]
if (find(sw,s[n],c)) if ((nsw.visitedandnsw.subnet = snetyr
n++ find(nsw, segm, snetpegin
else In.visited = true
sw.terminal = true sw.visited = true
sw = nextvisited() In.tvisited = false
if (sw ==nil) sw.tvisited = false
begin return true
sw = nextnot.visited() end
C++ else begin
sw.starting = true In.tvisited = false
sw.subnet=c segm =segm - In
sw.visited = true end
end segm = segm - sw
if (sw ==nil) end = true sw.tvisited = false
until (end) return false
end procedure end procedure

Figure 2: Main procedure for searching segments.

o visitedandtvisited A switch or link becomesisitedonce it belongs to an already computed routing segmentnBuri
the process of computing a routing segment, a switch or liai ainange to the statemporarily visited Only switches
and links not marked agsitedmay be marked awisited

e startingandterminal A switch is marked astartingif it is the first one chosen to compute network segments wighi
subnet. A switch is marked asrminalif through at least one of its links no new segment is found.

Additionally, the algorithm will group switches and links the network within subnets. A subnet will be formed by
a group of switches and links that will be connected to thé eéshe network (other subnets) through one link. All the
components of a routing segment will belong to the same suliihe use of subnets is motivated by some special cases that
will be described later.

Thecomputesegmentprocedure (Figure 2) searches for all the segments. Forathésmdom switch is chosen in order to
be the starting switch of the first segment within the firstrmib The selected switcrsg) is marked astartingandvisited
and added to the first subnet. Then, the procedure seardhibe pbssible segments and subnets. For this, it call§itide
procedure that will try to find a new segment starting fromftist switch 6w). On success, thiind procedure updates all the
switches and links belonging to the new segment accordiilyf them are marked agsitedand belonging to the current
subnet). On fail, théind procedure keeps the switches and links unmodified. If thegatare fails, then from the switch there
is no new segment and therefore, the switch is markedraginal

Next, the procedure searcheextvisitedfunction) a switch that is marked a&ssited belongs to the current subnet, and
has at least one link not marked asited From this switch a new segment is searched. However, intbase is no such
switch, the procedure searchegxXtnot visitedfunction) a switch that is not marked aisitednor asterminaland is attached
to a terminal switch. On success, a new subnet is initiatezl stvitch is marked astarting andvisited is included in the
new subnet and a new segment is searched from the switche lcaie there is no such switch, then all the switches have

3As any switch could be selected as starting switch, SR caive tb different solutions. In [18], a better criteria favraputing segments for 2D meshes

is described



been tested and the procedure ends. Notice that this pnecedaures that all the switches and links in the network lveill
considered to belong to a segment.

The procedurdind is responsible to find, from a given visited switch, a segneswling on a visited switch and made of
switches and links not visited. For this, the current switchharked asvisitedand is added to the current segment. Then, a
set of links attached to the switch is build (functisuitablelinks). In particular, links (attached to the switch) not marked a
visitednor astvisitedare included in the set. In the case that the set is emptye(trerno suitable links) then, the procedure
has failed in finding a new segment.

However, in the case the set is not empty, links are congidara established order. Notice that the order followed may
impact on the future performance of the algorithm as difiesets of segments will be discovered. Thus, here is whecawe
consider some order based on the topology and some obgetikiegenaximizing bandwidth and minimizing latency. In [18]
we propose some rules to compute effective segments in mie§loe every link in the set the procedure marks the link as
tvisited adds the link to the segment and inspects if the switch adttier side is marked agsitedand belongs to the current
subnet. If not, the procedure is called recursively fromahiétch attached to the other side in order to find the remginin
of the segment. If the called procedure succeeds (retwe} ¢r the switch at the other side is markedsesited then the
segment has been found. In case of not finding a new segmenpththe link, the link is unmarked, is removed from the
segment and a new link from the set is tested. Finally, in eie=ao segment is found through any of the links, then the
procedure has failed finding a segment from the switch, thiekws removed from the segment and the procedure returns.

Once the routing segments are computed, the algorithm laidlgorouting restrictions on every routing segment accerdi
gly. The previous algorithm will find three types of routinggsnents:

e Starting segment. This routing segment will start and endhensame switch, thus forming a cycle. This routing
segment will be found every time a new subnet is initiated.

e Regular segment. This type of segment will start on a linK, e@intain at least one switch, and will end on a link.

e Unitary segment. This type of routing segment will be madg by a link.

In order to ensure deadlock freedom while guaranteeing exdivity, the routing algorithm must place in each type of
routing segment routing restrictions. In particular, fatarting segment, a bidirectional routing restriction barplaced on
any switch except the starting one (the reason for not pigairouting restriction in the starting switch is describeil8]).
Notice that by doing this, the cycle is broken. For regulgnsents, one bidirectional routing restriction can be plame any
of the switches belonging to the segment. This is done inrdadbreak any possible cycle using the segment. Finally, for
unitary segments, all the traffic crossing the link must baided in order to avoid deadlocks. Thus, in one side of theslin
bidirectional routing restrictions must be placed for gMerk attached to the switch.

2.1 Computational Cost

SR can be viewed as an algorithm performing three phaselse first one segments are computed. A random search through
a recursive function may exhibit an excessive computatioost (as the recursive function searching for segmentsts n
guided). Therefore, in order to get an efficient segmemiaitids required to guide the procedure. A simple and efficient
rule to apply is keeping segments as shortest as possibleyoBican also have more elaborated criterions based orctraffi
(perfect traffic balancing, hotspot optimization) or tapmy} considerations (prioritizing weight of links in caseyameighted
networks). Taking into account the shortest segment sgaogosed in [18], the cost will be lower as links are visitedlyo
once, thus, being the cost for this phase O(m) where m is thidauof links in the network (in the case of a mesh, the cost
will be O(2n) beingn the number of switches).

At the second phase routing restrictions are placed. Inaggstrforward method, as proposed in [18], the computationa
cost of this phase will b&(s) wheres is the number of segments.

Finally, at the third phase, paths are computed taking intmant the routing restrictions. The complexity of this pha
may greatly vary depending on the desired final performaNoéce that the SR routing algorithm may provide severahpat
for some source-destination pair of nodes. A straight fodveearch like random path selection will exhibit a compate!
cost ofO(n?) wheren is the number of switches. However, more sophisticated agsthave been proposed in order to get
the best set of paths. For instance, FX uses an algorithns#@thes the best set of paths that minimizes the maximum
number of paths that cross any link (minimizing the crosgiath metric). It has to be noted that the final selection dipat
does not depend on the routing algorithm. For instance daopih* does not state any specific rule to select the final set of
paths. However, the same algorithm used in FX could be apph&ong all the available paths from up*/down*.

Therefore, the computational cost of SR will be driven bytttied stage. If the method is based on random path selection
(among all the possible paths), then its cost will@e?) wheren is the number of switches. On the other hand, if an
optimization function is used like the one used in FX, thercist will be the same of FX.



SR uD FX
Distance Weight Distance Weight Distance Weight
Topol | Seed| # Segm| # Restr| Avg Avg STD Avg Avg STD Avg Avg STD
Irreg. 1 45 45 5.39 98.53 | 45.37 5.67 109.55| 63.16 5.54 106.96 | 60.32
Irreg. 2 43 43 5.34 103.34| 49.95 5.39 104.19| 66.96 5.55 107.29| 71.29
Irreg. 3 43 43 5.33 103.26 | 43.19 5.46 105.66| 63.19 5.43 104.92| 59.06
Irreg. 4 43 43 5.38 104.06 | 40.99 5.45 105.40| 63.50 5.43 104.93| 48.79
Irreg. 5 43 43 5.39 104.23| 40.84 5.62 108.58| 60.39 5.63 108.72| 50.55

Table 1: Analytical results for diffe_rent network topolegi five differenB8 x 8 meshes with 5% of link failures (Irreg-x).
3 Performance Evaluation

In this section we will evaluate the performance of the SR@gm. For this, we will obtain analytical results of thetips
computed by SR compared with the ones achieved by up*/dowB) énd the efficient FX. In the case of SR we will compute
the segments and apply the routing restrictions the samelesgribed in [18]. In the third stage of the algorithm, cotagion

of the final paths for every source-destination pair, we usk the path balancing algorithm described in [1], simitethie
one used by FX.

3.1 Simulation Results

We have modeled different regular topologies with 5% of manly-injected link failures. Due to lack of space only reésul
for some topologies will be shon Table 1 displays analytical results for SR, FX and UD inetiit network topologies.
In particular, it shows the average routing distance, tlegae number of paths crossing each link (denoted as wedgid)
its standard deviation (STD). It also shows for SR the nurelbsegments computed, and the number of bidirectionalmguti
restrictions applied.

As can be seen, SR achieves better paths than FX and UD in téraverage path length and link weight distribution.
This is due to the fact that SR is able to keep the regularitthefnetwork (in those places where there are not failures)
when computing the routing segments, therefore obtainiogerauitable paths. As we will see, this fact will drive netlwo
performance. Also notice that for all the irregular netwgr8R obtains always routing segments that are not unitatlyeas
number of restrictions is equal to the number of routing segs

It has to be noted that FX looses considerable ground whdiedpp irregular topologies. SR achieves more than 20% of
reduction in the standard deviation of link weight and afsthie average distance between nodes as it allows more figxibi
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Figure 3: Average packet latency vs throughput. Meshes®thof link failures. Uniform distribution of packet destiians.

Now let us drive your attention to the performance resiltBigure 3 shows results for some mesh networks with 5% of
randomly-injected link failures and uniform traffic. Fot tle cases, SR beats FX and in all the cases UD is outperformed
by both of them. In particular, for sontex 8 meshes SR increases FX and UD throughput by a factor of 1.4 &%
respectively. Therefore these results suggest that SRtiseanght track to obtain the maximum from the network re¢gss
of its topology.

4Similar results have been obtained for the rest of topologies
Ssimulation environment can be found in [18]



4 Conclusions

In this paper we have proposed a novel approach to achieygobofy-agnostic routing algorithm. The novelty resides in
the fact that it offers greater flexibility when placing treuting restrictions in order to guarantee deadlock-freeadhile
keeping network connectivity. Moreover, SR uses the regulaf the topology when computing the paths even in the
presence of failures. This approach offers greater flaiilvilhen computing the possible best set of paths for a giwpalogy.
Preliminary results (applying bidirectional routing mestions and using a preliminary way of computing segmemtaéshes)
shows encouraging results. SR outperforms UD. Also, in sereearios SR increases FX throughput up to a factor of 1.8.

As future work we plan to increase the performance of therdlgn. An issue that we would like to explore is the
development of better methods for computing segments andgé of unidirectional routing restrictions as FX does.

We wish to thank Dr. Tor Skeie for his constructive commennis suggestions that has helped improving the paper.
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