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Abstract: 
 
What differentiates grid networks from more 
traditional networks is the kind of applications 
and the traffic distribution profiles used by 
them.  These applications and traffic 
distribution profiles make up the network 
workload model and grid network workload 
model is the heart of every grid network 
simulation experiment.  This poster demystifies 
the methodology of deriving the workload 
model, by describing its components and then 
correlating them.  This poster will help the 
readers in posing the right questions to 
different stakeholders of grid network (e.g. 
implementers/users) in order to gather inputs 
for creating a realistic load for grid network 
simulations.   
 

1.  INTRODUCTION 

The dictionary defines workload as "the amount 
of work assigned to, or done by, a worker or unit 
of workers in a given time period" (The 
American Heritage Dictionary, 2nd Edition). 
Within the confines of a network, workload is 
the amount of work assigned to, or done by, a 
client, workgroup, server, or inter network in a 
given time period. Therefore, workload 
characterization is the science that observes, 
identifies and explains the phenomena of work in 
a manner that simplifies your understanding of 
how the network is being used. Modeling 
workload plays a crucial role in simulation and 
can affect results and conclusions drawn from a 
simulation [12][15].  

This poster write-up is divided into five sections. 
Section 2, describes the two components: Grid-
Application-network traffic and profile/patterns.. 
It talks about the Workload-Traffic-Modeling 
techniques. It also elaborates the recommended 
distribution required for different application 
traffic models. It further discussed usage 
pattern/profile of various network applications.  
Section 3, explores the grid applications 
deployed in other grids and how those can be 
incorporated in Garuda traffic workload model. 
This document also incorporates a sample 
workload profile that is required for Network-

Workload-modeling of grid users, so that it can 
be precisely modeled for simulation purposes. 
Conclusion and references are described in 
section 4 and section 5. 

 
2. Grid-Network-Workload-Modeling  

Grid-Network-traffic-workload modeling 
involves two main components viz. Grid-
application-network-traffic and the pattern of 
traffic generation over a period of time. (Fig 1.) 
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Fig.1.Componets of Grid network workload 
 
2.1 Workload modeling techniques  
Traffic can be created in a simulation model by 
importing from a live network (using traffic 
collection tools) or creating manually [9][10] by 
configuring various application and traffic 
attributes. Importing network traffic workload 
information from live network gives more 
realistic results as compared to manually 
configuring traffic. But in the absence of the real 
network or in the pre-deployment phase where 
the network is being designed, it may be required 
to predict the performance or answer what-if 
questions, in which case it becomes necessary to 
create the workload manually  
 
Mathematical distributions are the basis for 
manually creating workload models.  These 
distributions provide two options viz.  Explicit 
traffic and Analytical traffic. Explicit traffic 
refers to a packet-by-packet data transfer with 
each transfer modeled as a discrete event. 
Analytically modeled traffic does not generate as 
many discrete events but it does impact explicit 
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traffic in the form of network delays. Simulation 
studies may use explicit traffic, analytical traffic, 
or a combination of both [13][4]. 
 
2.1.1 Explicit traffic 
Explicit traffic refers to packet-by-packet 
transfer where each transfer is modeled as a 
discrete event. It generates traffic explicitly; the 
system allocates memory for every packet, and 
queues up the packets and transmits them. At 
each layer of the protocol stack, it implements 
important protocol mechanisms, such as the 
following: 
• Segmentation and reassembly 
• Flow control 
• Timeouts, back offs, and retransmissions 
• Media access and quality of service 

prioritization 
 
The application model is usually a simple model 
of client and server network applications [8]. 
Network simulators use a generic network 
application model to generate typical application 
traffic patterns known as applications model. 
Behavior of application models can be modified 
through parameters to represent wide variety of 
network applications. It does not, however, 
model in detail the behavior of any particular 
application. Fig 2. shows that application models 
along with the application attributes and 
mathematical probability distribution functions. 
These together make complete explicit 
application model. 
 
 

 
 
Fig 2. Explicit Application Model  
 
The choice of a distribution for an application 
model is largely a function of what one is 
modeling and the input data points available. If 
measuring data in a production environment is 
possible, one can collect this data and fit it in a 
distribution using commercially available 
distribution fitting software. If data from a 
production environment is not available, one can 
use a predefined distribution as given in Table 1. 
Sometimes the distribution shown in table may 
not model the application behavior, so it may 
need some modifications to suit requirements. 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
Table 1. Recommended Traffic Model for applications 
 
2.1.1 Analytical traffic  
Analytical traffic refers to traffic that impacts 
performance of explicit traffic (packet flow) by 
inducing additional delays. The presence of 
analytical traffic results in queue build-up at 
intermediate devices and causes delays based on 
the queue length at any given time in the link. 
This model can be applied to routers, switches 
etc. 
 
As an example consider an IP traffic flow used to 
model analytical load between a source and 
destination (Refer Fig. 3.) The important 
attributes for IP traffic flow are source, 
destination, protocol, traffic in bits per second, 
packets per second, type of service, traffic 
duration, traffic mix etc.  

  
Fig. 3. IP traffic flow between source and destination  
 
2.2. Usage pattern/ profile modeling  
 A Profile describes the activity patterns of a user 
or group of users in terms of the applications 
used over a period of time. There can be several 
different profiles running on a given network as 
per the usage pattern. Workload contains a list of 
profiles and for each the application can be 
executed or the pattern of the execution can be a) 
at the same time, b)one after the other in a 

IP traffic flow (analytical traffic)

Traffic in Bits/sec

Protocol

Traffic Mix

Type of Service

Source Destination

Attributes

Traffic in Packets/sec



specific order or c) in a random order. When 
describing the actions of a single user, generally 
the actions are serial since most people can only 
perform one activity at a given time (Fig. 4) 
However, when using applications that can 
perform non-blocking tasks, there can be more 
than one task running at a time (Fig. 5.) When 
describing the activities of a group of users, 
concurrency is common e.g. profile repetitions, 
application repetitions (Fig 6.) 

For capturing the effect of group of users a 
combination of simultaneous application in a 
profile with simultaneous mode is generally 
used. Profiles provide a mixture of different 
application running on the network. There can be 
different possible combinations of applications 
with different offsets.  
 
3.GARUDA-Network-workload 
modeling methodology  
 
Figure 7 shows the methodology we have 
followed for modeling GARUDA traffic. Some 
of the blocks are already discussed in section 2 in 
context of general simulators. The discussed 
features are already provided with OPNET 
Modeler, which is the most widely and 
commercially used simulator. We have chosen 
OPNET Simulator “Modeler” for modeling and 
rest of the document discusses the 
implementation of traffic modeling in context of 
OPNET modeler 
 
 

 
Fig.7. Workload modeling for Garuda Methodology 
 
3.1 Traffic modeling techniques adopted for 
Garuda 
As discussed in section 2., there are two types of 
modeling techniques: Explicit and Analytical, 
each of which can be modeled using OPNET.  
For explicit end-to-end application traffic 
modeling OPNET provides applications and 
profiles whereas for analytical end-to-end 
application traffic modeling OPNET provides IP 
traffic flow.  The following section describes 
how workload model was built using each of 
these techniques 
 
3.2 Explicit traffic modeling using application 

and profiles   
OPNET provides a facility to model an 
application behavior using tasks and phases. 
Exact application behavior can be designed for 
simulation purposes but it requires a deep 
understanding of a particular application. This 
approach is taken if a new application has to be 
deployed and its impact on the other application 
or network has to be studied.  In such cases, 
instead of running the applications on the real 
network it is modeled in the simulator and its 
impact is studied.  
However if the objective is not to study the 
performance for a particular application/profile 
but rather to study the overall network 
performance, then one can abstract out the 
application behavior using available applications 
in OPNET [1][2][3][8]. 
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Following chart shows how various grid 
applications can be mapped to the available 
applications in OPNET Modeler. 

 

 
Table 2. Mapping Grid applications with OPNET specific 
application Model 
 
3. Analytical traffic modeling using IP traffic 
flow 
IP traffic flow is used to model analytical load 
between a source and destination 
(unidirectional). As discussed in section 2 this 
load affects explicit traffic flow. The important 
attributes for IP traffic flow are source, 
destination, protocol, traffic in bits per second 
and packets per second, type of service, traffic 
duration, traffic mix, etc.  
As the underlying technology for access network 
in GARUDA is ethernet, the maximum 
transmission unit (MTU) for packet is 1500 
bytes. Traffic in bits/second and traffic in packets 
per second is calculated using the formula:  
Traffic in packets/sec=(traffic in bits/sec)/(8 * 
MTU)=(Traffic in bits/sec)/12000 
E.g. suppose that traffic flow of 10Mbps has to 
be defined between two nodes. Then 
Packet/sec=10000000/12000=834 (approximate).  
Setting attributes for traffic in bits/second with 
start and stop time local/global attributes.   
3.4 Sample Network-workload profile 
Modeling in Garuda 
Once the application definition is done one has to 
define the usage patterns. This usage pattern is 
defined by the profile configuration. Multiple 
profiles can be defined as per the usage of 
different groups (refer section 2.2).  A possible 
approach that can be taken is that one can 
develop a pattern for a client and then keep 

adding the number of clients with the same 
pattern with different offsets. Following table 
shows a workload profile, which was developed 
for 10 hours 
 
 
 
 
 
 

 
 
 
 
 

 
Table. 3. Workload model for 10 hours 
 
This is very well based on the profile of a 
Physicist Circa 2005 given below. 

 
Table. 4. Sample Workload profile of a Physicist 

 
4. CONCLUSION 

Workload modeling involves two main 
components viz. traffic source and the pattern of 
traffic generation over a period of time. Each of 
these plays a crucial role in defining the network 
performance. Although many experts within the 
industry have come up with their own designs 
based upon their experience, they still have 
misconceptions and a daunting number of 
unanswered questions. Because of these 
unknowns in the network equation, workload 
characterization is a fundamental and essential 
element of network design.  
There are very well defined traffic-modeling 
techniques (analytical and explicit) available in 
the simulators. One might not require to model 
an application from scratch, as most of the well-
known application models are available within 
the simulators. Yet defining the right attributes 
with right choice of mathematical distribution is 
a complex task. Workload profile often follows 
some mathematical distribution, which is derived 
from the usage patterns of the groups/clients. So 
while designing workload model group/client 
usage is kept in mind and then mathematical 



distributions are applied. Workload modeling 
resulted into building certain level of expertise 
that has been listed below 
• Traffic modeling techniques: Explicit and 

Analytical.  
• Right attributes required for defining 

application behavior 
• Mathematical distribution and how they 

could be used for modeling an application  
• Workload profile modeling for a single or a 

group of users 
 
A crucial input required for Grid-Network-
Workload-Modeling is the profile or usage 
pattern of the grid users as this will reflect the 
actual / desired user pattern. On availability 
of workload patterns new workload model 
can be designed and incorporated. 
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