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Abstract

In recent years distributed multimedia databases has become an active area of research. Recent studies confirm that mankind will generate more image information over the next few years than was created in whole of previous era. Thus governments, industries and IT services providers will have to manage tremendous amount of image data. Such systems are essential to effectively and efficiently use the existing huge collection of image data. The major issue while developing such kind of system is “efficient search strategy”. This paper addresses search strategy by which image can be retrieved from distributed multimedia database in less time and less cost. Various academicians and developers have been attracted to this topic and even the systems such as QBIC (content based image retrieval system for IBM) are released. The above systems retrieve images based on their content.


A problem faced in this system is processing of complex queries such as “when retrieving images having similar texture, color and other features”. To overcome these difficulties “query by example” i.e. image retrieval by image query has been introduced.  Now recent image retrieval system like COMPASS using image query strategy use new possible descriptors like texture and luminous intensity. In this paper we are trying to speedup present search strategy by using only two descriptors. We are also trying to optimize image retrieval results by using clusters. Feature-based histograms are studied and based on their dissimilarities effective measures can be taken. This will result in design of scalable image retrieval systems, which make optimal use of computational, and storage resources.

   
 Introduction 

Information retrieval from multimedia repositories requires the development of techniques to supplement traditional methods based on textual descriptions and searches. The two main reasons that make it necessary to work on new techniques stated above are: high cost factors in associating textual data with images and, what is even more important, inadequate characterization by textual descriptions for subsequent retrieval. An attempt to overcome this limitation is through query by example where the user using multimedia items related to the material he/she is looking for formulates non-textual queries. Now various features are to be taken into account by the system in order to retrieve correct results. 

This paper discusses the use of features shape, color etc on distributed servers and  use  various features like shape, color, texture , luminous etc on main server and suggests some techniques to optimize their effectiveness. The architecture of the system is described in Section System Architecture. The issue of small yet effective image descriptors, which form the basis for different query strategies, is considered in Section Shape and Color section. Also other Algorithms for optimizing search strategies are presented at the end of the paper.

System Architecture 

Our system is an image retrieval system supporting the query by example paradigm for multiple distributed databases. The system is configured as a client-server architecture in which a client application can submit a user query to multiple image servers. The answers from multiple image servers are then merged and proposed to the user as a single result. Following the query by example paradigm, users rely on the images themselves to formulate queries. A generic image I(i) is characterized as a triplet (I,F,M) where elements 

I represent a complete description of the image pixels, F represents features like shape, color computed by the system, and associated meta data M providing information on image contents. Now the image query will go by the variable triplet Q(E, f, S) where elements E represents a complete list of the images ready for comparisons shall be a subset of F, thus representing some of the matched features, S is the chosen strategy based on dissimilarities between the query image and the database image list ready for comparisons.

Color and Shape Features

The initial step in our approach is to index images based on dominant color regions. Image regions thus obtained after segmentation and indexing are used as input to the shape module. 

 
Color Indexing Approach

To segment images based on dominant colors, a color quantization in RGB space using 25 perceptual color categories is employed. From the segmented image we and the enclosing minimum bounding rectangle (MBR)of the region, its location, image path, number of regions in the image, etc and all these are stored in a metafile for further use in the construction of an image index tree. An index tree for the entire database is constructed when the query engine is initiated. At query time, similar images matched on the basis of color and spatial locations are retrieved. To the above color index, we have included a region-based shape index which is invariant to rotation, scaling and translation. Since there representation is suited only for 2-D binary image regions, we have used a different shape feature to index the color regions and also a suitable shape similarity measure. A comparison of the two techniques has been carried out for an image database consisting of flags, flowers, fruits, vegetables and simulated shape regions.

Shape Representation

Definitions of terminology:

Major axis: it is the straight-line segment joining the two points on the boundary farthest away from each other (in case of more than one, select any one).
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Minor axis: it is perpendicular to the major axis and of such length that a rectangle with sides parallel to major and minor axes that just encloses the boundary can be formed using the lengths of the major and minor axes.

Basic rectangle: the above rectangle formed with major and minor axes as its two sides is called basic rectangle.

 Eccentricity: the ratio of the major to the minor axis is called eccentricity of the region.

 Centroid or Center of gravity: a single point of an object/region towards which other objects/region are gravitationally attracted. For 2D shapes, the coordinates (Xc; Yc) of the centroid are defined as:

Xc = PxPy f(x; y)x=PxPy f(x; y)

Yc = PxPy f(x; y)y=PxPy f(x; y)

Where (x,y) are pixel coordinates and f(x,y) is set to 1 for points within or on the shape and set to 0 elsewhere.

Basic idea. Given a shape region, a grid space consisting of fixed-size square cells is placed over it so as to cover the entire shape region as shown in figure 1. We assign a "1" to cells with at least 25% of pixels covered and "0" to each of the other cells. A binary sequence of 1's and 0's from left to right is obtained as the shape feature representation. For example, the shape in the above figure can be represented by a binary sequence 11111111 01111111 00110110 00000110     00000010 00000000.

The smaller the grid size, the more accurate the shape representation is and more the storage and computation requirements. The representation is compact, easy to obtain and translation invariant. Hence, scale and rotation normalization is carried out to make it invariant to scale and rotation.

Rotation normalization. The purpose of rotation normalization is to place shape regions in a unique common orientation. Hence the shape region is rotated such that its major axis is parallel to the x-axis.

Fig. 1. Grid on Fig. 2. Region ro-Region overlayed. Rotated by 180o.
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Fig. 3. Horizontal Fig. 4. Vertical

Flip of region. flip of region.
There are still two possibilities as shown in figure 1 and 2, caused by 1800 rotation. Further, two more orientations are possible due to the horizontal and vertical flips of the original region as shown in figures 3 and 4 respectively. Two binary sequences are needed for representing these two orientations. But only one sequence is stored and at the time of retrieval we can account for these two sequences.

Scale normalization. To achieve scale normalization, we proportionally scale all the shape regions so that their major axes have the same length of 96 pixels.

Shape index. Once the shape region has been normalized for scale and rotation invariance, using a fixed size of grid cells (say 8x8), we obtain a unique sequence for each shape region. The grid size in our proposed method is kept as 96 x 96 pixels. Each sub-grid cell is of size 12x12 pixels giving a binary sequence of length 64 bits per shape region. Using this sequence, we send both the row and column totals of the 8x8 grid and store them as our shape index, which is more robust and gives a better perceptual representation to the coverage of the shape.

A suitable shape similarity measure using this index is employed for matching images at query time.

Indexing Scheme and Querying Color Index

A composite index based on a color look-up table is formed consisting of 25 Colors. The index is unique and given by the equation below:

Index = summation of (color index I * 25n-I)
Suppose (C1, C2, C3) are the color indices of three dominant regions found within an image, where C1 represents index of the first dominant region, C2 represents index of the second dominant region and C3 represents index of the third dominant region.

Then, the index is given by

Index = C1 * 252 + C2 * 251 + C3 * 250 Images with similar indices are stored in same hash entry of the hash table structure. Each entry also stores the color region features such as location, area, percentage of color, etc., associated to each region of the image which is used in the matching criteria.

Shape Index

For each color region processed above, we compute the shape descriptor as follows:

1. Compute the major and minor axes of each color region.

2. Rotate the shape region to align the major axis to X-axis to achieve rotation normalization and scale it such that major axis is of standard fixed length (96 pixels).

3. Place the grid of fixed size (96x96 pixels) over the normalized color region and obtain the binary sequence by assigning 1's and 0's accordingly.

4. Using the binary sequence, compute the row and column total vectors. These along with the eccentricity form the shape index for the region.

Querying

Given a query image, we apply the same process on the query image to obtain the color and shape features. Our implementation supports both Query-by-example and Query-by-feature for color matching. The shape matching module supports only Query-by-example. Based on the color index of the query image, lists of matching images are retrieved from the hash structure. Then the shape descriptors are used to find matching images from this initial set to retrieve the final images matched on both color and shape.

The query process is as follows:

1. The query image is processed to obtain a list of matching images based only on color features.

2. For each color region in the query image, the shape representation of each region is evaluated. To take care of the problem of 180o rotation and vertical and horizontal flips, we need to store 4 sets of the shape index.

3. Compare the shape index of regions in the query image to those in the list of images retrieved on color.

4. Regions with only matching eccentricity within a threshold (t) are compared for shape similarity.

5. The matching images are ordered depending on the difference in the sum of the difference in row and column vectors between query and matching image.

Histograms for color and shape index  

In this system we calculate color and shape index values using above procedure and then use these values to prepare histograms. Histograms of image features (color, shape) stored as numerical vectors. The distance between an image I and an image set Q can be computed using the following formula: 

D(I,E)=min d(I,I’) where I’ belongs to Q 


Where d represents the distance defined in the metric space associated to the Cartesian product of the image descriptors. The servers then sort database items by increasing dissimilarity. The set A of the top ranked ones is returned to the client together with their dissimilarity value. The client, upon receiving the answer from each server, sorts the resulting complete set by dissimilarity and offers to the user a single answer. 

The interaction of the user with the client is based on a graphical interface (see Figure 1), which, in close resemblance to the interfaces for querying traditional databases, provides: an area for the specification of the query, the possibility of restricting searchable image content, an area where retrieved items are displayed, and a way to limit the number of items retrieved. The solution investigated in this system the organization of databases in clusters of similar images. The client with a key image represents each cluster and cluster elements can be displayed on user demand providing a more detailed view of available images. 

Query Optimization 

The effect of the drawbacks associated with the present system on the effectiveness and efficiency of relevance feedback can be minimized by 

· determining whether the specified query set Q  composed by two or more compact sets (clusters), representing sub-queries better suited

· condensing the query set using a smaller number of images while preserving the effectiveness of the original set; 

The cloud of points representing the query images in the descriptor space may exhibit local grouping (clusters) suggesting the splitting of the original query set into multiple subqueries represented by the different clusters. From a data analysis perspective, the relevant issue is whether the structure of the point distribution supports the presence of multiple clusters or not this systems strategy is based on the following steps: 

1. Establish whether the original query   

      Should be split or not; 

2. If the original query should be split determine the number of clusters into which it should be split. 

The first step is based on the use of a statistic originally proposed by Duda and Hart.Let us denote with J(c) the clustering criterion function for c clusters C1, -, -, -, Cn
	
	(4)


Where [image: image1.png]


is the central image of the i-th cluster and d () corresponds to the L1 norm. The quantity J(c) is a random variable whose average value decreases monotonically with c. Knowledge of the distribution of J=J(2)/(J1) under the null hypothesis that all samples belong to a single cluster forms the basis for a test to reject or accept the null hypothesis. A Monte Carlo approach was chosen to obtain the distributions of J(c) for different values of c. Given a set of N query images the value of J is computed: if the null hypothesis of a single cluster can be rejected with the prescribed confidence, the appropriate number of clusters should then be determined. This can be done using the silhouette coefficient S(K). Which quantifies how distinctly each sample point is assigned to its cluster. The appropriate number of clusters can then be determined by maximizing S(K). The original query set can then be split into several, simpler queries, which are separately submitted to the image servers (see Figure 5). This overcomes two of the limitations of relevance feedback related to the use of Equation 3: feature weighting over non-compact sets (as sub-queries are more compact than the original query) and use of a single modified metric over the complete descriptors space (as metric modifications are specific to each sub-query). 

Splitting the original query into smaller ones does not impact directly on the complexity of the computation of D and does not provide any hint on the optimal value of [image: image2.png]


. However, the system, upon receiving user feedback, can automatically compare different query strategies by looking at the ranking of the user selected images in the corresponding answers: the lower the average rank, the better the strategy. Two aspects characterize the choice of the optimal search strategy: the determination of the best query representation and the selection of the optimal [image: image3.png]


value. In the following analysis two representations for the query set are considered: 

· the original set E R ; 

· A condensed set obtained replacing the images in E R with a virtual image represented by the arithmetic average of the descriptors in set. 

For each representation of the query set, different values of [image: image4.png]


provide different strategies: the resulting set of dissimilarity functions constitutes the optimization space from which the best comparison method must be chosen. Replacing the original query set with a single, virtual average image reduces the amount of computation required to estimate the distance of each database image from the query images. However, this simplification may not be appropriate. As the purpose of using such a representation is to speed up the computation while obtaining essentially the same results associated to the original, complete set, it is necessary to verify that the two representations yield very correlated answers. 

At each interaction, the system returns an image set [image: image5.png]


with the N database images most similar to the submitted query. Each image in [image: image6.png]


can be characterized with a couple of values (Dci, Dfi) representing its dissimilarity to the query using the condensed and full representations respectively. The amount of correlation of the two answers can be quantified by their Spearman rank correlation coefficient and a non parametric test can be used to decide whether the complete and the condensed query representations results are sufficiently correlated or not. 

The next step in choosing the optimal strategy is the selection of [image: image7.png]


. This can be done by looking at the average rank of the user selected relevant images when different values of [image: image8.png]


are used. The optimal value of [image: image9.png]


is the one providing the best average rank value.
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Figure 4: This figure shows architecture of efficient image retrieval system. 
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Figure 5: The figure reports a query and the way it would be split by the system: the whole set of images correspond to the original query while the two subsets identified by differently shaded frames correspond to the subqueries detected by the system. 

Conclusion

In this paper architecture for a general image retrieval system was presented and discussed. In particular, for search strategies, a combined color and shape based low-dimensional indexing technique has been implemented.  The resulting image retrieval system is able to optimize retrieval speed by reducing the number of query images while preserving retrieval effectiveness. This system also suggests how clustering techniques and multidimensional scaling can be used to present a database map to the user. 
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