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Introduction :

    Over the years the scientific community have come to place greater demands on hardware and software infrastructure that provide dependable, consistent, pervasive, and inexpensive access to high-end computational capabilities. In response to these demands, there have been many levels of innovation on the supercomputing front.  

The past few years have been witness to a growing interest in grid computing as a means of realizing this need for scientific computing capabilities. The grid community defines the grid as a distributed computing environment that operates as a uniform service, which looks after resource management and security management independent of the individual technology choice  [ www.cwru.edu/its/statergic/glossary.htm ]. It is an ambitious and exciting global effort to develop an environment in which individual users can access computers, databases and experimental facilities simply and transparently, without having to consider where those facilities are located. [ RealityGrid, Engineering and Physical Sciences Research Council, UK 2001 ]    [ www.genomicsglossaries.com/content/computers.asp ]  

However when it comes to scientific computing, the end user has little or no knowledge of the programming environment i.e. the computational grid that is employed. Often it becomes a herculean task to get familiarized with the programming model that is employed.  Whole new protocols like the GSI, GRAM, MDS, GridFTP and others have to be adopted. Apart from these impediments, the grid administrator would also have to make the right choice of the grid middleware [ Globus tool kit, Sun Grid, Alchemi, and many more ] and further master the task of loading and configuring the same as he/she sees fit. Adding on to these not-so-favorable conditions the application programmer must consciously program so as to make effective use of the grid infrastructure. In such a scenario there is not much to say about the large repository of already existing sequential code.
    In this work of ours we propose a much simpler model, in comparison to the grid model, for a robust environment that caters to the needs of scientific computation. The major goal of this model is the ease of using this environment for creating applications as well as for programming. We begin by making a structural comparison of the two models i.e. the grid and the one we propose, the SMCG model (Simple Model for Computational Grid).

    In an earnest effort to simplify and enhance the performance of the computational environment, the SMCG model strive hard to incorporate in it the bare necessities that prove sufficient, from the various popular grid technologies for computational sciences. Just managing to encompass components that aid in making this model effortlessly pervasive, the SMCG model is fundamentally designed for speed and efficiency of the computations involved.  
    In figure 1 (Source : [3], Pg.13), we have the regular grid model. Though it offers a great level of flexibility, most of it is not of much use for scientific computing. A very small subset of it would suffice for achieving what is needed. The complexity of the model, though it brings about the flexibility, proves to be a hindrance for a novice. On the other hand SMCG model presents a simpler yet 
[image: image3.png]Applications

Languages & Frameworks
Collective APIs & SDKs

Collective Service gProtocols

Collective Services

Resource APIs & SDKs

Resource Service gProtocols
Resource Services

Connectivity APIS
Connectivity éProwoms

Fabric




[image: image4.png]Applications

DsCT | pscT DSCT

Service Manager

MPI Implementation

Key : DSCT - Domain Specific Code Transformer



effective solution, calling for no additional knowledge of new protocols. This model is to employ GUIs for the various components, with the intent to be self explanatory and user friendly. They would abstract the underlying architecture providing the end user an easy to use front end. Architecture wise too, SMCG model places very less demand, and hence can be made pervasive with little effort.
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   Here we present the SMCG model, figure 2, for scientific computing. The lower most layer is any reliable implementation of the MPI standard. This layer will allow the proper utilization of the computing resources. It must be noted that we have not explicitly presented the distributed communication layer on which the MPI would be built, for we believe, given this model the end user would seldom need to access this layer. Moreover most MPI implementations are built over existing distributed technologies like Sockets, CORBA, DCOM, Java, etc.
    On top of the MPI implementation layer sits the service manager. It is the role of the service manager to offer the ease of building distributed services and to play the part of an UDDI in web services, to provide the user’s application the information of the location of the various services on the network. However this information will be logically abstracted from the end user once the applications are built using the service manager. For example, the application programmer can build a distributed library of the various services offered at the different computing resources using the service manager. And the end user of this library can access the services in the library without having to know on which node of the network the service is hosted. The service manager also sets up the distributed computing environment i.e. the MPI environment, for parallel execution for any application that is built using the service manager. Thus the end user can write normal sequential programs in which calls to the various services included in the distributed library can be made, like simple procedural calls. The programmer need not set up the MPI environment or even be acquainted with the knowledge of MPI programming.
    In addition to these two layers which by themselves provide good support for the majority of computations, we have introduced the third layer, which is composed of a set of domain specific code transformers with the capability to parallelize any sequential code. It is a well studied fact that constructing a generic parallelizing compiler for any programming language is a humongous task. Since most scientific computations pertain to a specific domain, we can instead build a domain specific code generator. This layer will throw open a large repository of already existing sequential code to be parallelized. These parallelized codes can then be included in the distributed library created using the service manager.

In any computation oriented environment, load balancing and fault tolerance are two indispensable features. They must be either included in the MPI implementation layer or the service manager layer. Ideally, it would be preferable to include it in the MPI implementation layer. This will offer these features for a wider variety of users. 
MPISAI – G :
    As an instance of the proposed model, we have the MPISAI - G. This tool kit comprises of three main components : MPISAI – a cross platform implementation of MPI- 1, PARALIB – a parallel library generation tool and MPIIMGEN – a code transformer for image processing domain. Each one of these three components has been designed to be stand alone parts. The service they offer can be made use of, individually in the absence of the other components. This is a very essential attribute of the component for a modular structuring.
MPISAI :
    MPISAI is an implementation of MPI – 1.1 standard. Cross platform execution and fault tolerance are key aspects added to this implementation, which is enabled due to its design. The primary goal of MPISAI is to use a heterogeneous cluster. The tool chosen for this, in this regard is DCOM (Distributed Component Object Model).
Components of MPISAI
· MPIRUN :  A graphical user interface for setting up the execution environment for any MPI program to run.
· DAEMON :  The DCOM object which form the core of the implementation and is responsible for interprocess communication.

· INTERMEDEATE : A library, linked statically to the user process, which acts as an interface between the user process and the daemon.

PARALIB :
    Developing a library of sequential codes is not a very difficult task. But Building even a modest parallel library does not present itself to be an easy undertaking. Going one step ahead, to develop a library of parallel codes written in MPI and to incorporate the facility that the library routines may be called from an ordinary sequential C/C++ code, calls for a tremendous amount of work. To make one such library the MPI programmer not only has to develop the library but also must dwell deep into the underlying implementation details. Understanding the code of any MPI implementation, if it is available, is a very tedious job for any parallel library developer. To overcome this difficulty of a parallel library creator, “PARALIB” has been developed over MPISAI. 
    PARALIB is a GUI based tool that helps the library creator in his/her endeavor, keeping the implementation details transparent. It is a resourceful generation tool that assists any MPI programmer to build his/her own parallel library over MPISAI. It provides a user friendly interface to help in building the library. The motivation for developing such a tool is as follows: 

· A conventional sequential C/C++ programmer must have native access to a library of parallel routines, for use in his/her code i.e. the programmer must be able to make use of these parallel routines, that are part of the parallel library, as simple function call in his/her programs.

·  A large onus lies on the library creator to understand the implementation of the underlying MPI protocol. The library creator must take care of setting up of the parallel execution environment, thus providing an abstraction of a sequential environment for the end user of the library. 

· As mentioned earlier, an effortless and efficient means of creating a library of parallel routines is needed. However, a library on distributed environment to be effectively made use of, must itself be distributed across the nodes of the environment. If the parallel library generator could further include this feature of building a distributed library, it would be much appreciated. 

     Often in a NOW, the routines for creating such a library would already exist, on the various nodes that constitute the network. It would save great effort on the part of the library creator if the library generation tool could provide for including these routines in the new distributed library it creates.
 The Parallel Library Auto Generation Tool - "PARALIB" includes all the above desired features and in addition provides a user friendly GUI for the library creator.
MPIIMGEN : 
    We have built the MPIIMGEN which is specific to the image processing domain. A similar work for matrix/vector operations have been done by Bhansali and Hagemeister, Washington State University. (bhansali@eecs.wsu.edu )
    Most of the image processing operations are highly computation intensive. Not much effort has been directed in adopting a parallel approach, for these applications are inherently complex in their logic. However, they have a tremendous potential for parallelism. As an answer to this problem, we have describe a code transformer, that is built on the pattern  driven approach to substitute parts of the sequential code that are identified to be bottle necks for faster computations, with calls to their parallel counter part that are themselves part of a parallel library.

    MPIIMGEN is a tool that can automatically replace these efficient sequential image processing programs by equivalent, more efficient parallel programs, from a library, that are capable of running on a cluster of workstations. This tool uses a pattern driven approach to parallelize the sequential codes. 
    Any sequential image processing codes can be converted into its corresponding parallel version using MPIIMGEN tool and can be added to the parallel library using the PARALIB tool. Thus, a parallel library of image processing routines can be built distributed.
    As an extension to MPIIMGEN tool we are currently on an endeavor of producing a parallelizing compiler that will parallelize any given sequential C code into a parallel one. This, we propose will cater to a much larger group of end users.
MPISAI-G ENVIRONMENT:

    The features that are predominantly looked for in any environment that provides for scientific computations are, dependability, consistency and pervasive and inexpensive access to high-end computational capabilities. The MPISAI tool kit provides this and much more on any LAN, WAN or even across the Internet. The ease of programming, when using our tool kit is an added incentive for the end user. Unlike the grid, there are no new protocols to come in terms with. Since, most of the scientific environment is over a private scalable network of well identified workstations, we can often do with minimum security setups. What on the other hand is of greater importance is a fault tolerant and load balanced setup for computation intensive operations that need to run for long periods of time.
    In the MPISAI environment, the Daemon running on the individual nodes of the cluster, provide the distributed scientific setup. The huge wealth of already existing sequential code can be easily and efficiently converted into their parallel counter parts. These can then be used to construct a distributed parallel library making use of PARALIB, the parallel library generator. Once this is achieved, a user who has little or no expertise in parallel programming can write applications that can execute parallely, making dexterous use of the cluster employed. Thus conventional programmers can, without compromising their native programming environment, make adroit use of the nodes of the network. This indeed presents itself as an attractive alternative for many of the recent cluster solutions, from which the end user has to make his/her choice.
RESULTS :
    We created a parallel image processing library using the PARALIB tool. It has the following four components: 
· Sequential Image Processing Operations : This component contains a large set of sequential operations typically used in image processing. As recognized in Image Algebra, a small set of operation classes can be identified that covers the bulk of all commonly applied image processing operations. Each operation class gives a generic description of a large set of operations with comparable behavior. In the current library the set of generic algorithms that have been implemented are single pixel, double pixel, reduce, neighborhood, general convolution, domain, morphological, template matching and transform operations. The implementation of all sequential image operations is based on the operation classes to enhance library maintainability, and to improve flexibility.     

· Parallel Extension : This component consists of routines that introduce parallelism into the library and are implemented using the MPI 1.1 standard. These routines can be classified into two classes namely i.e., routines for image distribution and redistribution and routines for overlapping communications.
· Parallel Image Processing Operations : To reduce the code redundancy as much as possible, much of the code for the sequential generic algorithms is reused in the implementation of their respective parallel counterparts. To that end, for each generic algorithm a parallelizable pattern is defined. Each such pattern represents the maximum amount of work in a generic algorithm that can be performed both sequentially and in parallel. In the latter case without having to communicate to obtain non-local data. All the parallel image processing operations follow the master-slave paradigm. This paradigm is implemented using the SPMD approach provided by the MPI standard.     

· Single Uniform API : The parallel library is provided with an application programming interface that is similar to that of a sequential image processing library. The only parallel feature that the user needs to specify in this API is the number of processes to run the operation on.

PERFORMANCE RESULTS OF PARALIB
    The following section gives a comparison of parallel vs sequential algorithms implemented in our parallel library. The machine configurations of the nodes in the cluster of workstations, on which the parallel programs were tested, are as follows:    

· Each node in the cluster is a 2.4ghz intel processor with 512MB RAM. 

· The LAN speed was 100mbps with a 10/100 Ethernet switch 

 Median Operation- The timing analysis was done for a 1024*1024 image with different filter sizes. All the algorithms assume that the images were read from files. The Speedup obtained is also shown in figure 
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PERFORMANCE RESULTS OF MPIIMGEN

     The MPIIMGEN tool has been tested for various programs and it gives a good performance results. For eg consider the program with the following operations 

· Histogram equalization on a 256*256 image.

· Sum of two 256*256 images.

· A vertical sobel filter of size 3*3 on a 256*256 image

· A median filter of size 27*27 on a 1024*1024 image

· A template matching operation of an image of size 128*128 in an image of size 1024*1024.

· A morphological operation dilate on a 256*256 image.

· A translate operation on a 256*256 image.

     The time taken for by MPIIMGEN in converting this program into a parallel program is 4.12 seconds. The timing analysis for the generated parallel program on a cluster of workstations is shown in table 1 and in figure 5 .
	 No of

 Processors 
	Time taken

  (in secs)
	Speedup

	      1
	 4873.110
	    1

	      2  
	 2486.280
	  1.96

	      3
	 1657.520
	  2.94

	      4
	 1257.50
	  3.87

	      5
	 1006.344
	  4.84

	      6
	  850.391
	  5.73

	      7
	  729.50
	  6.68

	      8
	  635.063
	  7.62
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CONCLUSION :

  We have explained our proposed SMCG (Simple Model for Computational Grids). As an implementation of this model, we have described the MPISAI – G, which comprises the three components, MPISAI , PARALIB and MPIIMGEN, last two being new works. In an effort to overcome the difficulty in constructing an efficient parallelizing compiler, we have introduced the idea of domain specific code transformers. MPIIGEN is an instance of this for image processing applications. We believe, that SMCG offers an efficient and user friendly environment for the end user. 
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